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Abstract

It is postulated that the degradation of species diversity results in information loss or entropy increase. To
define the molecular diversity of either a single mixture of different compounds and a combinatorial com-
pound library or a collection of pure compounds, we treat them all as molecular assemblages for informa-
tion registration and consider only the molecular similarity and chemical species numbers of the individual
molecules. The entropy of a molecular assemblage is correlated to the chemical species similarity via the
von Neumann-Shannon relation and related to the so-defined apparent species indistinguishability number
(σa) via a logarithmic relation. Information and the apparent species number (Ma) also have a logarithmic
relation. Ma is equal to or less than the designated species number M. The diversity index (D) is defined as
the ratio of the logarithms of the apparent chemical species number and the designated species number
(D= lnMa/lnM). D has a value between 0 and 1 and decreases with the increase in similarity among the
species. The decrease in the evenness of the species abundance also results in a decrease in diversity D.
Molecular diversity of a combinatorial compound library is determined by the available number of compo-
nent variants and their similarity. Clearly these concepts and formulae can also be applied to calculate
biodiversity.

Keywords: Molecular diversity, species similarity, entropy, information, apparent species number, apparent indistin-
guishability number, species equitability, diversity index
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Introduction

Biodiversity has been a topic of very wide concern for sev-
eral years. In The Diversity of Life, Wilson [1] asserts that
biological diversity is priceless and should be protected.
There must be some fundamental law of science that stirs
our resolve to preserve biodiversity. In all events, diver-
sity appears to be a growing concern. Recently, molecular
diversity and its significance in the pharmaceutical sci-
ences have also been the subject of intensive studies [2-6].

Practically, there is a trivial standard about species di-
versity in chemistry that a collection of many different
molecules are more interesting than the collection of the
same number but otherwise very similar or indistinguish-
able compounds. A theoretical explanation for the valid-
ity of this standard should be an easy task. However, math-
ematical relations between entropy [7] and diversity, simi-
larity and indistinguishability were never explicitly estab-
lished in conventional statistical mechanics texts [8]. What
is worse, an informative theoretical explanation is con-
fronted with the famous Gibbs paradox statement of en-
tropy of mixing [8], which says that the mixing (or assem-
bling) of different compounds (which should be desirable
for a compound library of high-quality molecular diver-
sity or a mixture of several compounds for high through-
put screening in drug discovery) has an entropy of mix-
ing, while mixing (or assembling) of indistinguishable
molecules has a minimal – which is zero – entropy of mix-
ing (Figure 1). This implies that a mixture (or an assem-
blage) of many different compounds has less information
content than a mixture (or an assemblage) comprising
many very similar or identical compounds, which is ridicu-
lous!

Generally, it appears obvious that a decrease in
biodiversity or molecular diversity corresponds to a loss
of information and an increase of entropy in the system
concerned. To go one step further it would be very inter-
esting to consider the possible mechanism of such an in-
formation loss and perform a quantitative calculation.
Therefore, a simple theory is developed whereby the in-
formational entropy of an assemblage can be correlated to
the similarity of its component individuals. Several loga-
rithmic relations have been set up. Firstly, it is shown that
the information (I) and the apparent species number (Ma)
have a logarithmic relationship. Then, it is recognized that
entropy (S) and the apparent number of indistinguishable
microstates (wa) of the whole system (the assemblage), also
have a logarithmic relationship. These and other logarith-
mic relations of entropy and information are useful:
amongst other applications, they can serve to evaluate the
quality of species diversity, which lends a rational appeal
to the appreciation and the preservation of molecular di-
versity and biodiversity.

Molecular Assemblages

In order to define the molecular diversity of either a single
mixture of different compounds and a combinatorial com-
pound library or a collection of pure compounds, we treat
them all as molecular assemblages for information regis-
tration at their highest possible capacity and consider only
the molecular similarity and chemical species numbers of
the individual molecules. Compound mixtures, combina-
torial compound libraries and compound collections will
all be analysed as static molecular assemblages.
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Figure 1. Suppose compounds A and B have
identical entropies when they are in pure and
isolated form. The information content
difference of a mixture of two different
compounds in a container (I) and one con-
taining the same number of compounds with
identical properties (II) can be estimated by
calculating entropy increments of the two
processes (a) and (b). Gibbs paradox state-
ment implies that (I) has a lower informa-
tion content than (II), because the mixture
(I) has an entropy of mixing different com-
pounds. Theoretically [8], we do not agree
with Gibbs paradox statement. Practically
we observe that a mixture of several diffe-
rent compounds (I) is more interesting than
(II), as can be immediately made clear by
using (I) and (II) for tests of high throughput
screening.
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In a previous paper [8], two general cases of informa-
tion loss in a thermodynamic system of molecules have
been discussed. Firstly, the information loss can happen
due to spontaneous dynamic motion where there are σ
interconverting chemical species (e.g., tautomeric equilib-
rium between enols and ketones or aldehydes, or
racemization) or w interconverting microstates (e.g., in a
fluid), which normally occurs when the temperature is in-
creased. Even though there are different chemical species
in a system in consideration, information cannot be regis-
tered if there is interconversion between these different
chemical species. Secondly, the information loss can oc-
cur due to spontaneous formation of static structures after
phase separation, such as a two-phase structure (one phase
is pure A and the other phase is pure B) formed from a
mixture of A and B. Different static arrangements of mol-
ecules in an assemblage may result in entropy differences
[8].

It is not our intention to consider these two informa-
tion loss mechanisms further here. Therefore, in the fol-
lowing discussion, it is supposed that there is no informa-
tion loss due to dynamic motion occurring in our system.
Direct information registration in a conventional way is
impossible when the information registration medium be-
comes a fluid (a gas or a liquid). Therefore, when the mo-
lecular diversity of a mixture, such as a mixture of several
samples in DMSO, is considered, the solution is frozen (so
that it becomes a static structure) first to form a most het-
erogeneous molecular assemblage for information regis-
tration.

Furthermore, it is assumed that molecules of the sepa-
rated pure compounds in a collection of compounds are
all used to form a most heterogeneous molecular assem-
blage for registering as much information as possible.
Succinictly, only the property differences of the com-
pounds and the relative numbers used to generate the mo-
lecular assemblage should be considered.

Information and Species Number

Generally, starting from the von Neumann-Shannon en-
tropy expression [9-11], entropy is

S p pi i

i

w

= −∑ ln
=1

(1)

where p i  is the probability of the ith microstate [9] with
the property that

pi

i

w

=1

1∑ = . (2)

Equation (1) is suitable for the distinguishability analy-
sis of one single object by comparing it with w designated
species. Information and entropy in the whole system of N
molecules in an assemblage will be considered in the fol-
lowing.

Suppose a system is composed of N "unit devices",
which can be called the N individuals of the system. These
individuals appear as M attributes, based upon which it is
said that the system has M species. For fauna, there are N
animals belonging to M species. For a binary system, as
used in computer science and communication [10], there
are two species: "yes" and "no", or 0 and 1. For faithful
registration of information, these species must be truly dis-
tinguishable or different. As conventionally defined, a bi-
nary system of N such individuals has a maximum infor-
mation content of N bits [10],

I N N NN
max( , ) log log2 2 22 2= = = bits (3)

if the logarithmic base of 2 is taken. For a decimal system,
we have ten species: 0, 1, 2, 3, 4, 5, 6, 7, 8 and 9, and the
maximum information one can register is

I N N NN
max( , ) log log .10 10 10 3 322 2= = = bits (4)

The maximum information content is 3.32 times as much
as that of a binary system. As can be seen clearly from
equations (3) and (4), it is clear that the information con-
tent increases with the increase in the number of species.
Generally for a system of M species, the maximum infor-
mation is

( )I M N M N MN
max , ln ln= = (5)

where ln is the natural logarithm, which will be used here.
In equation (5) M can be greater than N as can be en-

countered in computer science and communication. How-
ever,

( )I N N N N NN
max , ln ln= = (6)

represents a maximum information value, provided that
every individual in the system is a distinguishable species
and generally M≤N.

As shown in Figure 2, M=2 in the assemblage (I), which
has a higher information content than that of (II), which
has zero information content (M =1, Imax=Nln1=0).

Because the increase in the species number gives an
information increase, it is obvious that the species number
M is a good indication of maximum species diversity, pro-
vided that these species are completely distinguishable.
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Apparent Species Number

In order to estimate the entropy of molecular assemblages
of molecules with various similarities, the entropy value
of an assemblage of M or N completely distinguishable
species can be set as the minimum (zero – see state (I) Fig-
ure 2):

S= 0 (7)

corresponding to

( )I I M N= max ,

or

( )I I N N= max , .

All the entropy values in the following discussions are
relative to this state (equation 7).

More generally, conventional information theory de-
fines that the total amount of information (I) registered by
a system is the difference between the system’s actual en-
tropy (S) and its maximum entropy (Smax),

I S S= −max (8)

In a process, if all the information is lost relative to the
initial state (equation 5), according to equation (8) the fi-
nal state has maximum entropy

( )S M N M N MN
max , ln ln= = (9)

with the indistinguishability number defined as

w MN=

which is the number of indistinguishable "microstates" (or,
in some cases, the number of the arrangements, or combi-
nations). Again, it is well known that the increase in en-
tropy is synonymous with a loss of information. Clearly,

I Smax max= (10)

which means that the maximum information a system can
lose equals the maximum information the system may reg-
ister.

Because, in many cases, the species number M is un-
known beforehand or it is only a designated number, it
might be realistic to take as a reference an initial state of
the highest possible diversity, that is, a state where every
component of the system is a distinguishable species (equa-
tion 6). Then, a state of total loss of information relative to
this state will have

( )S N N N N NN
max , ln ln= = (11)

with the indistinguishability number of microstates
w NN= .

The degradation of diversity means information loss.
How is information lost? One most obvious mechanism
underlying the degeneration of information is an increase
in similarity among the species [8]: The greater the spe-
cies similarity, the greater the entropy of an assemblage.
In other words, the greater the similarity, the less becomes
the information content of the assemblage.

Similar to equation (1), the entropy for a system of N
individuals is
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Figure 2. In contrast to the Gibbs
paradox statement (Figure 1), we ob-
serve that assembling different molecu-
les to form a molecular assemblage (I)
in process (a) is a typical information
registration process and gives an
information increase. Process (b) has no
information increase. Therefore, (I) has
a higher information content than (II).
The higher molecular diversity in (I) can
thus be calculated from its higher
information content.
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where pij  is the probability of finding the jth individual of
the system as the ith species, with the property that

pij

i

M

=1

1∑ = (13)

Similarly, the apparent indistinguishability number of
microstates of the whole system is defined as
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and has the property that w wa ≤ . Or,
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(15)

where pij  is still the probability of finding the j th indi-
vidual of the system as the ith species, with the property
that

pij

i

N

=1
∑ = 1 (16)

and,
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There may be many different methods of specifying the
pij  values. One obvious possibility in biodiversity assess-
ment, for example, is the comparison of ribosomal RNA
sequences, the method frequently used in phylogenetic
classification. If comparison indicates that the M species
are becoming more similar, it will be more than likely that
all the pij  values are drawing closer. Several methods of
molecular similarity calculation (all have values between
0 and 1) are available [12-14]. If any parameter is given to
quantitatively specify the similarity among the species, in
principle one can always perform entropy calculation by
using equations (12) or (15). The probabilities pij  can al-

ways be clearly specified under the restriction imposed by
equation (13) or equation (16).

The entropy contents for two extreme cases are obvi-
ous: If there are still M designated species and these are
still distinguishable, it is certain that the jth individual of
the system is the ith species, pij  =1. From equations (8) and
(9), the entropy is 0. It is understood that 1 1 0ln =  and
0 0 0ln = . Therefore, the information given in equation (5)
is conserved. However, suppose that there are still M spe-
cies existing in the system (so that one can evaluate the
loss of information), but the differences between the indi-
viduals are extremely small, or, in other words, they are
virtually indistinguishable, all the probabilities will be
identical: p Mij = 1/ ; and equation (12) is reduced to equa-
tion (9), which is the maximum entropy, a state correspond-
ing to the total loss of the original information.

If species are more similar, pij  values are closer to each
other. Clearly the similarity between species determines
probability values pij . Furthermore, one can define

Z
S

S
=

max
(18)

as the general similarity within the system. By inspection,
Z is within the range 0 to 1. I define similarity index as
connected with informational entropy. All the other useful
definitions of molecular similarity index have values be-
tween 0 and 1 [12-14]. The maximum similarity (Z = 1) cor-
responds to the maximum indistinguishability number. It
is worthwhile to emphasizing that the most striking fea-
ture of the maximum-entropy state in an assemblage is that
all the individual molecules or species are extremely simi-
lar (or identical). The state of maximal entropy is the state
of maximal similarity (or indistinguishability). From equa-
tions (8) and (10), the relation of information loss and the
similarity can be more explicitly expressed as

Z
I I

I
=

−max

max
(19)

Moreover, σa is defined as apparent species indistin-
guishability number among the M species,

σa
=

= −










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=
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11
N

p pij

i

M

ij

j

N

(20)

If all the supposed M species are factually indistin-
guishable, σa = M . Because M is usually unknown, the
apparent species indistinguishability number among all the
N individuals can be calculated by
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Then, if all the N individuals are indistinguishable, σa = N .
Obviously, if the apparent-species-indistinguishability
number is calculated by equation (21), the similarity for-
mula becomes

Z
N

=
ln

ln

σa (22)

Furthermore, Ma  can be defined as the apparent spe-
cies number. Then, information is

I M N N M( , ) ln= a (23)

From equation (8), N M N M S M Nln ln ( , )a = − . This
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Equation (24) clearly indicates that the increase in the
apparent species indistinguishability number (σa ) is
equivalent to the reduction in apparent species number
( Ma ).

Again, if M is unknown, it will be convenient to set
M N=  as the designated species number. Similarly, one
can also calculate Ma  from

M N
N

p p

N

ij ij
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where σa  is calculated from equation (21).
Obviously,

σa ≥ 1 (26)

and

Ma ≥ 1 (27)

Molecular Diversity Index

Now the molecular diversity can be defined as a diversity
index (D):

D
I

I

M

M
= =

max

ln

ln
a

(28)

which expresses clearly that information loss is the degra-
dation of diversity. It is a scale of information content re-
lated to the state composing completely distinguishable
species. The parameter D, as a measure of diversity, has a
value limited between 0 and 1. The diversity index value 1
corresponds to the maximum molecular diversity as des-
ignated for a molecular assemblage.

It was pointed out earlier that all the calculations can
be reduced finally to the similarity analysis. If equation
(12) is used, the pairwise comparison to calculate pij  must
be carried out between the jth individual with the previ-
ously known M specimen. However, if equation (15) is used,
the N individuals of the system concerned are directly taken
as the N specimen. A general and expedient procedure for
calculating these parameters by using equations (15) and
(16) may start from the calculations of pij , which in turn,
may be calculated from the pairwise similarity ρij . The
values of ρij , limited between 0 and 1, must be given by
direct comparison according to one and only one systemati-
cally followed standard of comparison for all the values
pij  ( i N j N= =1 1, , ; , ,L L ). Then a normalization factor c
can be calculated:

c ij

i

N

ρ
=1
∑ = 1 (29)

or

c

ij

i

N
=

∑
1

1

ρ
=

(30)

It follows that

p cij ij= ρ (31)

As an example of biodiversity, if a fruit fly of the same
species has N=1000 and its species diversity is estimated
by using equation (15). Clearly all the values of ρij  are 1.
The normalization factor is c = =1 1000 0001/ . .
pij = =1 1000 0 001/ . . The result will be that
( )S1000 1000 6908, ≈  nats (nat is the natural unit of infor-

mation or entropy [8]); the apparent species indistinguish-
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ability number is σa = 1000 and the apparent species
number becomes Ma = 1 , exactly as expected from equa-
tion (25). Because all the individuals are indistinguishable,
the general similarity (Z) of the system is 1 according to
equation (18) and the diversity index (D) is zero accord-
ing to equation (28).

If a system of two designated species has N=1000 and
its species diversity is also estimated by using equation
(15), the values of ρij  are either 1 or 0. Suppose there is an
equal number of individuals for both species in the system
(vide infra for the case of non-equal numbers of individu-
als). Then, the normalization factor will be
c = =1 500 0 002/ .  and pij  will be either 0.002 or 0 so that
equation (16) is satisfied. The result will be
S(1000,1000) = 1000 ln 500 ≈ 6214 nats according to equa-
tion (15). The apparent species indistinguishability number
is σa = 500 according to equation (21). The apparent spe-
cies number becomes Ma = 2 according to equation (25),
exactly as expected. The general similarity
Z ≈ ≈6214 6908 0 90/ . , less than 1, but rather large, indi-
cating that a large number of the individuals are indistin-
guishable (among the 500 individuals for one species and
the other 500 individuals for another species). Of course,
if equation (12) is applied to this system and N = 1000 and
M = 2, a calculation will finally lead to Z = 0  and D = 1,
showing that the two designated species are truly distinctly
different.

For other cases where values of ρij  are neither 1 nor 0,
the calculation can be carried out in a similar way. For a
system with a huge number of individuals, sampling of a
limited number of individuals from the considered system
may be feasible and can give an approximate estimation
of the apparent species number Ma  and the diversity D.

The expressions of Ma  and D can be directly used to
estimate the molecular diversity of a molecular assem-
blage, such as a compound collection, where a direct simi-
larity comparison of all the composing individual com-
pounds is desirable.

Evenness of Species Abundance

A concept of the evenness of the abundance of species has
been used by biologists [15]. Given a fauna of butterflies
consisting of 1 million individuals divided into 100 dis-
tinguishable species (M = 100) (Figure 3b). If all species
are equally abundant, and each species has 10000 indi-
viduals, from equation (15),

( )S p pij
i

ij
j

j
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= −

= − =

≈

∑∑

∑
=

=

=

)

                 

                 nats

(32)

Therefore, σa = 10000 and M Ma = = 100, as expected
[16], and D = 1. This is a fauna of the highest possible even-
ness (or equitability [15]).

However, if one species is extremely abundant, and has
990100 individuals, and each of the other 99 species com-
prises only 100 individuals (Figure 3a). Applying equa-
tion (15),
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Figure 3. Schematic representation of
the low evenness (or equitability
[15]) in (I) and the highest possible
evenness (or equitability) in (II) for
a mixture of three species A, B, and C.
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Therefore, comparing with equation (32), entropy is
higher,σa ≈ 903903, Ma ≈ 1106.  according to equation
(25) [17], and D ≈ 0 022. . The apparent species number
( Ma ) is much smaller than the species number (M = 100).
As commented by Wilson [15], even though 100 species
are present, we encounter the abundant butterfly almost
all the time in the concerned system and each of the other
99 species only rarely. This is a system of very low even-
ness (or equitability [15]). Note equations (12), (20) and
(24) are unable to differentiate different situations of even-
ness of the species abundance [17]. However, equations
(15), (21) and (25) can be used to evaluate the influence
of the evenness of the species abundance.

Similarly, when a combinatorial compound library is
designed, high evenness should be desirable. If in the con-
struction of a combinatorial compound library the reac-
tion yields are different and if there are several reaction
steps, some compounds will be much less abundant than
others, and the apparent species number will become sub-
stantially lower than expected. Consequently, the molecu-
lar diversity of this library will be of poor quality (Figure
3a).

Diversity of Combinatorial Compound Libraries

The molecular diversity of any assemblage of molecules
can be calculated by using the formulas developed in the
preceding sections. Because combinatorial compound li-
braries are prepared by changing the variants of molecu-
lar moieties, the calculation of molecular diversity can be
substantially simplified.

For example, suppose a combinatorial compound li-
brary is constructed by multi-step (to say, N steps) reac-
tions to synthesize MN oligomers from M variant monomers,
or synthesize MN molecules composing M exchangeable
molecular moieties (or M exchangeable functional groups
or their precursors applied in N sites). Obviously the simi-
larity among these MN chemical species will rely only on
the similarity of the M monomers. The molecular diversity
of the whole combinatorial compound library depends only
on the diversity of the M monomers, and independent of
N, if the yields are all identical [18]. We defined w=MN as
the number of microstates of the whole system earlier. In
the present case of a combinatorial compound library, MN

is taken as the total number of compounds in the library.

Here the MN chemical species can be regarded as the
composite information registration species [19]. The in-
crease in similarity among these monomers will result in a
decrease in Ma from the maximum value M, and a decrease
in the diversity index D from 1. All the formulae for mo-
lecular similarity measures can be employed to estimate
the diversity of all the available and employed monomers
and to calculate Ma and D for the available monomers.

Succinctly, M, the number of monomers [20], used in
the combinatorial synthesis and their similarity, determine
the molecular diversity of the combinatorial compounds.
The higher the monomer number M is and the lower the
similarity among the M monomers is, the better.

It is easy to see that the apparent distinguishable spe-
cies number of a combinatorial compound library calcu-
lated by directly applying the equations developed in pre-
vious sections to all the individual compounds cannot be
greater than the total number of the monomer variants [18].

S
Entropy

Similarity

S=lnW

S=0

Z=0 Z=1

S
Entropy

Similarity

S=lnW

S=0

Z=0 Z=1

Figure 4. Correlation of entropy of mixing with similarity
according to conventional statistical physics (a); and the
theory of the present author [8, 21,22] (b).

(a) Decrease discontinuously (J. W. Gibbs)

(b) Increase continuously (present work)
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As we have mentioned in the previous section, the abun-
dance of a specific species in a combinatorial compound
library relies on the yields of all the N steps of reactions. If
the evenness of the abundance of species needs to be con-
sidered, equations (15), (21) and (25) should be used. In
this case, however, the concentration of all the MN chemi-
cal species should be directly considered.

Discussion

Intuitively, we understand that greater species diversity
means greater information content in a system such as an
ecosystem. Information is putatively a favorable factor
[7a], at least for a compound collection or an ecosystem.

It is concluded that less similarity (Z) of the molecules
in a mixture from a combinatorial chemical library implies
a lower entropy content in a molecular assemblage and a
higher quality of species diversity (D) than a mixture of a
large number of indistinguishable compounds. From ex-
pressions of D and Z, the diversity and similarity are sim-
ply related by

D Z= −1 (34)

The logarithmic relations derived here may serve to
quantitatively evaluate the quality of any species diver-
sity in general and molecular diversity in particular. Fac-
tually, the species diversity assessment discussed here is
one of the numerous applications [8, 21,22] of a new theory
of entropy of mixing (Figure 4).

Therefore, species such as the millions of compounds
generated by combinatorial chemistry and the biological
species produced by recombinant DNA technology are
cheap species: cheap because they are highly similar and
thus of rather high entropy content [23]. For the cheap di-
versity, even though the prepared compounds may appear
as huge numbers (M), the apparent species number Ma
can be rather small (equation 24).

The entropy concept, as correlated to similarity, can be
applied to differentiate cheap molecular diversity from the
priceless diversity of chemical species. Generally, the high-
quality diversity is the biodiversity [1] that has evolved
and survived throughout millions of years (both the panda
and the anaerobic ciliates are such species [24, 25]). For
example, the giant panda (Ailuropoda melanoleuca) [24]
is a precious species, because it is distinctly different from
other animals. The ciliated protozoa are likewise precious
species [25] in the sense that they are distinctly different
from aerobic species and also different from many other
anaerobic species. The existence of a large number of such
distinctly different species keeps Ma  high and is an indi-
cation that our biosystem is still far from being the state of
maximum similarity and maximum entropy [26].

For molecular diversity, the high quality achieved re-
lies on the distinct differences in both the structures and

properties of the collected compounds. These compounds
in isolated form are traditionally and still routinely pre-
pared in the research laboratories and isolated from natu-
ral sources [27]. Molecules always have certain similari-
ties. For a compound collection, the higher the compound
sample number M, the greater the apparent chemical spe-
cies number (equation 24).

As can be seen from Figure 2b, the information content
cannot increase with the increase in the number of indis-
tinguishable compounds. Therefore, in principle, there is
no information difference between a container of 1000g
of a compound and a container of only 1g of the same com-
pound for one specific sample [28]. In many spectroscopic
studies and biological activity tests, the required sample
quantities are very small. Sometimes, a compound sample
as little as 1 mg can be used for up to dozens of different
biological activity tests.

Biodiversity preservation programs, such as a micro-
organism deposit project [29], are quite successful. Clearly
it is worthwhile carrying out a program of coordinated,
worldwide collection, deposit, storage and exchange of all
the synthetic and natural compounds [27]. The logarith-
mic relations of entropy and indistinguishability number
and the similar relation of information and species number
provide a theoretical basis for these activities.
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