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Informational entropy is quantitatively related to similarity and symmetry. Some tacit assumptions regarding
their correlation have been shown to be wrong. The Gibbs paradox statement (indistinguishability corresponds
to minimum entropy, which is zero) has been rejected. All their correlations are based on the relation that
less information content corresponds to more entropy. Higher value of entropy is correlated to higher
molecular similarity. The maximum entropy of any system (e.g., a mixture or an assemblage) corresponds
to indistinguishability (total loss of information), to perfect symmetry or highest symmetry, and to the highest
simplicity. This conforms without exception to all the experimental facts of both dynamic systems and
static structures and the related information loss processes.

1. INTRODUCTION simply correlated by a logarithmic expression

The main aim of this paper is to establish the logarithmic
relations of entropy and symmetry. The behavior of entropy
as a thermodynamic function, the second law of thermody- )
namics, and the relations of entropy and information have Wherew; is the apparent symmetry numbethe apparent
all been well investigated. Therefore the benefit of the number of the symmetric or indistinguishable microstates,
entropy-symmetry correlation for characterizing structural @mong them the symmetric transformations can leave the
stabilities and process spontaneities in chemistry will be Mmacroscopic state of the system unchanged. Note that the

S=Inw, (2)

obvious. negative sign in eq 1 is removed in eq 2, which means that
Factually, the correlation of entropy and symmetry in a €ntropy should increase with the symmetry number.
qualitative manner was already hinted at by Sdimget> It appears obvious that various thermodynamic systems

many years ago that negative entropy corresponds to asym-have two aspects of properties: dynamic and static properties.
metry, broken symmetr§/? or less symmetry. However, it  Accordingly there should be two types of processes: pro-
remains generally a tacit assumption that higher symmetry cesses responsible for the conversion between different
of a system implies less entropy. For example, in all dynamic modes and processes between different static
statistical mechanics texts, following Gibbshe value of structures. Their information losses leading to an equilibrium
the partition function is substantially reduced due to the can be considered separately, e.g., intramoleayaamics
permutation symmetry numbeNY) of an ideal gas system of individual molecules in crystal and thstatic lattice

of N independent particles by a factor oNL/ Consequently  structure of the crystal. Accordingly there are two types of
entropy ©) is also reduced by a term efln N! due to the symmetries: 1. Symmetry due to dynamic motion such as
symmetry. By the same reasoning, the rotational partition dynamic motion of individual molecules. 2. Symmetry of
function is divided by a symmetry numbeythe number of ~ a static structure generated from phase separation and phase
indistinguishable orientations for symmetrical linear mol- transformation.

ecules and the number of indistinguishable positions through  The entropy increaseeffect of the first type of process
which a molecule may be rotated for other symmetric |eading to a macroscopically equilibrium state is well
molecules$. These correlations may be summarized in the recognized (Boltzmann equation). However, ubiquitous

following logarithmic function: effect of symmetry increasdue to dynamic motion is also
_ clear: A hydrogen atom has spherical symmetry because of
S=-Ino ) the rapid dynamic motion of the electron. If one treats the

electron as a particle, the configuration of the hydrogen atom
will not be as symmetrical as a sphere at all at any one
moment. Similarly, as will be discussed, dynamic motion
for an individual molecule, will be defined in the following °f Individual molecules aiso contributes to the macroscopic
discussion. Arguments based on the relation that Iessproperty such as the homogeneity (a symmetry) of a fluid.
information content corresponds to more entropy will be ~ FOr the second type of processes, syenmetry increase

given to show that, generally, entropy and symmetry are leading to a mz_:lcroscop_ically equilibrium state is_ obvious.
However, as will be pointed out, the corresponding effect

T Presented at the 6th International Conference of Mathematical Chem- Of information loss (orentropy increasgis also obvious,

where, for simplicity, the positive constant (Boltzmann
constant)k is taken as 1.
The symmetry numbersy for the whole system and
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Therefore, typical examples of these two types of sym- applied constraint may confine a molecule in one specific
metries will be discussed. | found that both cases satisfy configuration, and the whole system is specifically confined
the general relation of higher symmetry-higher information in one ofw microstates. Because of the external (e.g., high

loss (or higher entropy), without exception. pressure) and the internal (e.g., van der Waals interactions)
constraints, a gas condenses to a liquid and then forms a
2. HIGHER ENTROPY-HIGHER SYMMETRY solid. Therefore, a gas has higher symmetry than a liquid,

which is in turn higher than the corresponding solid as
elegantly described by M&. The entropy contents increase
during transitions from solid to liquid and to g&s.There-
fore, the decreased orderliness corresponds to the increased
. symmetry due to dynamic motions when the temperature is
Iowmg.paragraphs. o increased, or when the system changes from solid state to
Maximum Symmetry at Equilibrium. - When transport — g,i§ state and from condensed state to gaseous Ytie.
processes such as heat conduction, diffusion and electrical 5 joys residual entropies remaining in the condensed phase
conduction, etc. take place between several subsystems, thgy e, at zero degree temperature can be exclusively attributed
total entropy of these subsystems will increase to the ;o he requirement of the “residual” symmetry and the
maximum value corresponding to an equilibrium statdée disorder3-15 In Pauling’s argumeria the higher local
symmetry of the system composing these subsystems Wi"symmetry To in ice due to hydrogen,-bonding provides a
also increase until the equalization of thermodynamic proper- e contribution to the value of the residual entropy.
ties among these subsystems is realized. In more detail, atyg Pauling clearly expressed, tig symmetry and entropy
equilibrium82the temperatures at all the locations 1, 2, 3,... is due to the “randomness of atomic arrangem&htThis

Based mainly on the well-known, simple relation of
entropy increase= information loss, and on observations,
some general and qualitative arguments for the relations of
several important chemical concepts are given in the fol-

i i 1) — 2) — 3) — . — . . . .
arze |der13t|caI,T( )=TEA=T0 = ..; the pres(s;Jres)g = statement goes against the expression of eq 1 and implies
p(s) =p® = ..) and the chemical DOte_m'aWiJ( =u" = that the symmetry is related to structural randomness, not to
u® = ..) as well as electric potentials (and any other structural orderliness. Moreover, many phenomena related

potential-like properties or intensive properties) are also all to the second-order phase transitions such as ferromagnetism
equalized® The equalization or equilibrium is the very have been observed, where spontaneous formation of a
property of the highest possible symmetryn all such cases,  symmetrical pattern (e.g., parallel spin orientations) has never
one may naturally speculate that higher entropy correlatesbeen and can never be satisfactorily explained based on the
with higher symmetry. “higher symmetry-higher order and less entropy” relations,
Generally, if a system at equilibrium or a fully relaxed despite great efforts taken to solve this problem over the
system, which has of course the maximum entropy, past decade®.
subjected to either internal or external constraints, the entropy Symmetry and the Algorithmic Entropy. Furthermore,
content will be reduced. It is certain that any such an algorithmic entropy concept may be compatible with a
constraints, such as a force or a field, must hpotarity conventional informational entropy concéptf a system
and will reduce thesotropicity of the original structure,  evolves to become more symmetrical, the mathematical
hence reduce the symmetry of the original system. There-expression required to describe the system will surely become
fore, the reduced symmetry correlates with the reduced simpler. Consequently the information content of the system
entropy. To leave an equilibrium state, both the total entropy is less and the algorithmic entropy increases, following the
and the symmetry will be reduced. One must not be able to well-known relation of information content and entrofjy.

find any exception to the following statemeniny system Transformations. Moreover, both symmetry and entropy
evolves spontaneously toward a maximal symmefmither are related by configurational transformation. It is well-
static or dynamic structures or both. known that the symmetry of a system is defined by invariant

Symmetry and Orderliness A seemingly plausible transformations in a space spanneddbsnicrostates. | may
support-and possibly the only suppetto the validity of call w the symmetry numbéf. Factually the name “entropy”
eg 1 is due to the correlation of higher symmethygher as created by Clausitianeans transformation gozz),t” 18
orderliness. | argue as follows that this is a false conception. where the prefix “en” was used because this concept is
Suppose both entropy and symmetry concern the collectiverelated to “energy” transformations in thermodynaniie's.
behavior of a large number of members of a system. To Entropy ©) is defined by Boltzmann as
illustrate the conceptual difference of tegmmetryand the
order of such a system, let us treat a society as a system. If S=Inw 3)
all the members are indistinguishablevery one can claim
himself to be the president of the country for example. The wherew is the number of equivalent microstatesvhich
symmetry of this dynamic society will be really high (at least are made accessible through invariant transformations.
the permutation), and the society will be in chaos. However, Based on the observation presented in the previous sections
if every member has a specified position and is confined and the foregoing argument, | suggest tvandw are the
and constrained, so that people are different and distinguish-same parameter. Microscopic mixing of all thexccessible
able, then, the symmetry is low and the society is in a state microstates defines the macroscopic picture or symmetry of
of high orderliness. The social order means asymmetry, nota system. Succinctly, symmetry numbei) {s the number
symmetry. The same argument should apply to a dynamicof the symmetrical microstaté&,which are all factually
or static molecular system. It is clear that external and accessible in the system with any type of operatfon.
internal constraints applied to a system reduce both the Symmetry and Information. From an argument similar
symmetry and the entropy of the system. For a dynamic to that for the relation of symmetry and algorithmic entropy,
system of many molecules, microscopically and locally, the it is certain that the configurations of asymmetric cyclic
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molecules, kzoand vitamin B, for examplel® should have It would be convenient to definev, as the apparent

a much higher information content and consequently are symmetry number (eq 2), which is tlparentnumber of
much more difficult to synthesize than the symmetrical symmetrical microstates. It is easily estimated from eq 4
tetrapyrrole macrocyclic compounds. Highly aperiodic het- by

eropolymers such as DNA and protein have a much higher

information conterit* and normally are much more difficult w

to synthesize then the symmetrical, periodic homopolymers W, = exp( ) piInp) 8
polymers constructed from indistinguishable monomers. =

These examples illustrate clearly that lower symmetry is
connected with lower entropy or higher information content.
If information is registered by an arrangement in space
composing many positions occupied by molecules, then in
a static structure such as a solid phase, the symmetry of =
individual molecules determines the symmetry of the whole Inw
structure of the molecular ensemble (collection). Even )

though the symmetry of individual molecules can be Obviously ant_j generally _the apparent symmetry number and
considered, one may argue that entropy is normally aboutthe entropySis related simply as

an ensemble and becomes meaningless if applied to a single s

molecule. This problem requires further discussion. Be- W,=¢€ (10)
cause information registration is much easier to visualize and

to discuss, here we should simply recognize the fact that if or as given in eq 2. From the well-known inequafty

the symmetry of such individual molecules becomes higher,

then more registered information would be lost and entropy
would increase. —>@Enp)=inw (11)

This expression reflects the symmetry-similarity correlation
explicitly,?

_Inw,

(9)

w

3. IMPERFECT SYMMETRY, SIMILARITY AND .
ENTROPY the entropy content calculated by eq 4 will be equal to or

less than the value predicted by eq 6. Consequently, the
A discussion on continuous symmetry by Zabrodsky et apparent symmetry numbex, will be equal to or less than
al2° revealed significant and stimulating results, and it would ., Because, as a fundamental nature of spontaneous process
therefore be highly desirable to correlate symmetry to due to the second law of thermodynamics, that entropy
informational entropy. According to von Neum&hmand increases until the system is in equilibriddf;28and from
Shannor? the entropy expression is normally given as eqs 4-11, the apparent symmetry numbeywill assume a

w value as high as possible.

Sw)=->»pInp (4)

3. TWO EXAMPLES

Two categories of examples are given in the following to
demonstrate that the entropy-symmetry logarithmic function
is applicable to botldynamicand static structures. | will
w show that,indistinguishability(here energy levels) can be

p=1 (5) responsible for an increase of both entropy and symmetry
i= in the formation of an equilibrium state (section 3.1); and
any kind of moleculadifferencegsuch as chirality) can be

Iln €q 4’W wg_rfc;statets ?tr_e d|1|°fere_rt1)tl, sto that the p,[ﬁbf‘b'“tz used for information registration in a static structure and the
values Ipl) .?ret. erent. 1t1s pdaL:S' e to ?rotpose at' SUCN eduction of the symmetry (section 3.2).
general situations correspond to imperfect or continuous 51 «\o-Reaction” Reactions. Let us discuss the

symmetries; and only if all theses microstates are Of. intramolecular dynamic motions of a molecular system at
|nd|§t|nQU|shabIe property, can we have the CorrESpondlngthermal equilibrium with several simple examples, most of
maximum entropy them will be systems of perfect symmetry. Gasser and
Spax=INW (6) Richard$® already elegantly described the relation of entropy
content and energy-level similarity of multiple degenerate
corresponding to a perfect symmetry. Therefore, the similar- energy states. The occurrence of degeneracy is related to
ity (2) is defined as the symmetry of a systefi?” Symmetry is the ability of a
system to remain invariant of the macroscopic structure
(described by a functio®’) or parameters (as functions of

wherep; is the probability of theth microstatég with the
property that

w

s P Inp ) after a set of operationg0;}. An operation can bas
_2 _ = @) complicated as a camntional chemical reactiaf Equation
Shax Inw 6 will be applied if thew microstates (designated &g})

are energetically identical or degenerate
We understand that 0 In & 0 and 1 In 1= 0. By
inspection Z is within the range of 0 and %. It is obvious Q=== =...¢, (12)
that the similarity 1, which means indistinguishability,
corresponds to perfect symmetry. where ¢ is the energy of the ith microstate, and the
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Figure 2. Racemization (a) due to inversion and the similar
intramolecular process (b). For the proposal of one-wedge sym-
bolization in stereochemical representation of quadrivalent centers
used here, see: Lin, S.-K. A proposal for the representation of
stereochemistry of quadrivalent cente@hirality 1992 4, 274—

O
|
b O

278.
VA
a  HO-H --- OH, ==—== H,0---H-OH
b A + A A+ A
e HO-H--- OH, H,O --- H-OH Figure 3. The motion of a proton in a hydrogen bond of water (a)

Figure 1. The intramolecular processes-@) and hydrogen bond and the similar intermolecular electron transfer process (b).

(e). In principle, different configurationd(andL in process a) ; : :
and different molecular orientations-{le) can be used to register though such types of reaction have been undergone intensive

information5 But the information will be lost due to their ~theoretical consideratiori:® However, the entropy-sym-
interconverting motions, resulting in entropy increase. metry correlation may provide a ready interpretation.

Normally, the process of Figure 1la or eq 15 is regarded
as being driven by an entropy of mixing & andL as
enantiomeric pairtwo differentmolecules® This difference
may be responsible for information registration in the solid
state (see section 3.2). However, it should be emphasized
which corresponds to a perfect symmetry. A time- that the two enantiomer® andL are also (energetically)
independent Hamiltonian (H, the energy operator) must be indistinguishablebecause egs 12, 13, and 14 are satisfied).
invariant under the transformation T{Qor

D=L (15)

Boltzmann factor is

e IT=1 (13)

-1 —
TOHT (O)=H (14) Because eqs 12, 13, and 14 are satisfied, the racemization

or [T(Oy), H] = 0, i.e., the Hamiltonian commutes with all of a chiral molecule (Figure _1a or eq .15),' whéDeand L .
are molecules of an enantiomer pair, is also a special

the transformations T(?" Therefore, we can avoid the . ¢ thei ical) indi
discussion of the energy aspect of the considered dynamicdegenerate reaction. Because of their (energetical) indis-

motions, even though obviously the energy effect is just as t'”gﬁ'Shab'“ty' ng‘:l say|7 = 2I and tfr]]e entropffB: N Ifn 2 for
important as the entropy effect in many chemical processes.SUY¢N & systdem mo ecul es.l T ef mutula transformation
For a discrete molecule of interchangeable degenerate (€9 15) eéndows to a molecule a factual mirror symmetry

configurations, we have similar relations to the eqs-12. (reflection), while an individual enanFiomer has lower
The simple relation o andw will soon be made clear. If symmetry. The cause of the symmetry-increase may be due

the eqs 1214 are conformedy andw can also be called to the same kind of intramolecular process as the inversion

degeneracies of cyclohexane (Figure 1t)or the inversion of a tetrahedral
Among the intramolecular dynamic processes (see Figuremo:ecu:e (Figure Zf such as an ammonia (Figure 1)

1)28 there are many truly interesting examples of the so- Mo'ecule. . .

called “no-reaction” reactior®,or the degenerate reactiolis, Another striking example is the dynamic process respon-

such as the Cope rearrangement (Figure 1c) of bullvaléRe., SiPle for hydrogen bonding in ice (Figure I€).The
Following traditional and standard “cause-effect” reasoning transformatlpf*ﬁ is due to the jumping of a proton between
of scientific argument, any process must be driven by somethe two positions. ,An _|soIated yvatgar molecule () ha§
force—the reason for the process to happen. However, asSYMMetryC, in Schnflies notatiori® However the solid
already clearly seen from eqs 13 and 14, there is no energyStft_e structure_l_ndlcate_s the same resident time of t_he proton
decrease after these intramolecular reactions; and becausk N Poth positions, with four half-protons su_rrouan%?one
the educt and the product ardistinguishablethere is no  ©Xygen atom, resulting ina local symmetrylyfin the ice-
entropy of mixing ofdifferentmoleculed® according to the ~ AS estimated by Pauling?*°a residual entropy per molecule
conventional st'atistical mechgn.ii’fs.There is simply no ' S=1In(3/2) (16)
advantage of either energy minimization or entropy maxi-

mization effects as the thermodynamic driving force accord- was calculated which matches the known value g it

ing to conventional statistical mechanics and thermodynam-and later RO icel4c

ics! Therefore, itis not a surprise that, to the present author’'s  Both of these two well-known examples (Figure 2a and
knowledge, so far nobody has been able to tell what the Figure 3a) can be given explicit correlation of higher
“driving force” for this kind of no-reaction reaction is, even symmetry-higher entropy. If a racemization can occur as
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shown in Figure 2a, there must be a no-reaction reaction assymmetry numbews,, which can be estimated by eq 8, will
shown in Figure 2b to occur with exactly the same free be less thanw. The apparent number of symmetrical
energy profile on the potential energy hypersurface. The configurations ¢.) will also be less thaw.
rationalization of the driving force for the reaction shown If some modes of molecular dynamic motion remain even
in eq 15 is the entropy of mixing dd andL isomers® A at T = 0, the corresponding symmetry (with > 1) will
comparison of this process (eq 15) with the similar ones also remairf® Then there will be residual entropies. As |
(Figures 1 and 2) provides one of the most striking have mentioned, the symmetry and the residual entropy of
experimental facts and strong argument for rejecting the ice due to the dynamic process (Figure 1e) considered by
Gibbs paradox statemehi?3? Pauling is a well-known example (vide supra). | may refer
It should be pointed out that all these systems conform to the local symmetryly in ice as the residual symmetry,
with the entropy additivity. If there arbl molecules, the  because this remains &s approaches zer§. However,

entropy content due to the symmetry will be normally at extremely low temperatures it is the symmetry
of static structure (vide infra) that mainly contributes to the
S=NiIno stability.
=lno" 3.2. Informational Entropy and Symmetry of Static
=Inw (17) Structures. Based on the following observations it is even

more obvious that the application wf—Srelation to static
Generallyo can be defined as the symmetry number agd ~ molecular aggregation relies on the consideration of the
can be defined as the apparent symmetry number for one€ntropy-information relation. Self-organization phenomena
molecule®®4! The apparent symmetry numbaersand w;, in nature repeatedly demonstrates that, at reasonably low
have logarithmic relations with entropy. On the other hand, thermodynamic temperatures, the spontaneously formed most
molecular diversity ) and apparent molecular diversity —stable static structures are the most symmetrpeafect
(M) have a direct logarithmic relation with informatigh. ~ crystals or as symmetrical as possible. These include
If there areo interconverting chemical species for a system phenomena as diverse as the arrangements of microorgan-
of N molecules, the number of microstates or the symmetry isms;® living cells > colloidal hard spheres,and globular

number of the system will be proteins3? the formation of micelles by molecular self-
assembling? amphiphilic bilayer molecular packirf§pro-
w=g" (18) tein folding to form a more symmetrical spherical shape

which is responsible for many enzyme functions, the
Equation 18 gives a relation far andw. The apparent  stacking which stabilizes the double helical structure of
symmetry numbers/, ando, have a similar relationship as  DNA,¢ the formation of enantiomericaly pure phases from

shown in eq 18. a racemic mixturé® where all theD molecules aggregate

The ring inversion of cyclohexane (Figure 1d) at an together and all th&. molecules crystallize togethéf;>’a
elevated temperature results in a higher symm@&gy, and finally the crystallization of identical molecules to form
instead ofDyy of the chair conformatiof? one bulky chiral phas&®

These examples of intramolecular dynamic processes add Moreover, the amazing phenomenon of ferromagnéfism
more evidence to illustrate clearly that transformations is characterized by the fact that all the spins in the solid
betweens energetically identical configurations, which may state are parallel, reaching the highest symmetry of the
be made accessible at elevated temperatures or by catalysiqerfect crystal at zero temperature. It seems obvious that
tremendously increase the symmetas indicated by the  nothing should prevent these spins from orientating antipar-
very large symmetry number according to eq 18 and allel. On the contrary, the well-established principles of
accordingly the entropy (eq 17). Note that all these increaseselectromagnetic theo$?;*° quantum mechanic;f? and
of symmetry are due to activated dynamic motténSym- thermodynamics and statistical mechafiicpredict the
metry is then a time-averaged property of the system. It is formation of a structure of a nonperfect crystal where all
well-known that entropy as well as other thermodynamic the molecular orientations and spin orientations remain
properties are also time-averagéel. different.

A microscopic dynamic process, which may be either As has been recognized by many reputable scierffists,
intermolecular (Figure 3jor intramoleculaf®3%-32increases  theoretical considerations of many related phenomena need
symmetry of the system. Recognition of the ubiguitous to resort to the consideration of symmetry. Furthermore, as
intermolecular degenerate-reactions is also significant in these problems are basically statistical mechanics problems
developing chemical reaction theories, for instance, the or thermodynamic problems of phase transition, it would be
Marcus theory3® where no-reaction reactiodd,such as more conceivable if the symmetry consideration were to be
electron transfer between two ions (Figure 3b) or analogousdirectly connected to a familiar thermodynamic parameter
proton transfer and methyl group transfer, are also frequentlysuch as entropy.
encountered. A detailed discussion of the entropies of these Because the Clausius definition of entropy
reaction systems will be presented elsewhere.

With the development of dynamic NM®,this kind of ds= 0Q

. == (29)
phenomena, either degenerate or nondegenerate, has been T
observed in more and more molecular systéin&enerally,
for a nonsymmetrical intramolecular transformation, where is a function of temperature, and because it would be
the energy levels of the configurations are not degenerate, inconvenient to compare the structural stabilities of a perfect
the entropy content will be calculated by eq 4, and its value and a nonperfect crystal at zero temperature, we prefer to
will be less than that predicted by eq 6. The apparent employ the Boltzmann expression (eq 6) and the expression
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"spontaneous phase separation”
or "self-aggregation” DLLDDDLLDLDLLDLDD, DDDDDDDDDDDDDDDD
or "self-organisation” LDLLLDDDLLDLDDLLD DDDDDDDDDDDDDDDN
10001011001010110101 0000000000 1111111111 DDLLDDLLDLDLDLLLL DDDDDDDDDDDDDDDL
information registration DLDLDLDLLLDLDDDLD] DDDDDDDDDDDDDDDI
. . . . . . DDLLLDLDLLDDDLDDI DDDDDDDDDDDDDDDL
Figure 4. Informational registration as a binary string and the DLDLDDDLLLLLDDDLD LLLLLLLLLLLLLLLLLL
information loss due to a possible spontaneous process. LLLDDDLDDDDLLLLDL LLLLLLLLLLLLLLLLLL
DLDLDLLLDDDLDDLDL LLLLLLLLLLLLLLLLLL
15 DDLDLDLDDLDDLLDLL] LLLLLLLLLLLLLLLLLL
of von Neumanft and Shannon (eq 4}.** These expres- LLDDLLDDLLLDDDLLD LLLLLLLLLLLLLLLLLI
sions can be readily used to evaluate the symmetry number
of the concerned system (vide supfa)lt is also very clear
that at zero temperature the kinetic energy of molecules is
i i i DDDDDDDDDDDDDDDD LLLLLLLLLLLLLLLLLL
no .Ior_lge_r dlgposable, gnd the consideration of energy DDDDDDDDDDDDDDDD LI LI LLLLLLLLL
minimization is not pertinent. The only factor able to DDDDDDDDDDDDDDDD LLLLLLLLLLLLLLLLLL
i i iliti DDDDDDDDDDDDDDDI LLLLLLLLLLLLLLLLLL
determine the relative structural stab!lltles o_f assemblage DODDODDDDDODODDDD I LI LLLILL
must be entropy, and, more speC|f|caIIy, informational DDDDDDDDDDDDDDDD LLLLLLLLLLLLLLLLLIL
entropyill.5,65 DDDDDDDDDDDDDDDD LLLLLLLLLLLLLLLLLI
. . e . DDDDDDDDDDDDDDDI LLLLLLLLLLLLLLLLLL
Note the comparison of static structural stabilities dis- DDDDDDDDDDDDDDDD LLLLLLLLLLLLLLLLLL
cussed here is different from that of the dynamic system DDDDDDDDDDDDDDDN LLLLLLLLLLLLLLLLLL

equilibrium discussed in section 3.1, where a transformation Figure 5. Schematic representations of molecular assemblage of

can be carried out physically. Despite the difference, the 2N, molecules K is the Avogadro number) and its entropy in a
contribution of symmetry to the stabilities of static structures very heterogeneous arrangement (a) after the formation of two

is just as important as that of symmetry to the stabilities of
systems of dynamic motions. As observed by several
authorst 496 neither a perfect crystal (static structure of
highest possible symmetry) nor an ideal gasdgenamic
structure of very high symmetl8) can be used for informa-
tion processingf or as biological construction materiat*
both cases require the relevant molecular assemblage to b
maintained at considerable low entrop§f Just as entropy-
increasing dynamic motions (vide supra) increased the
symmetry of the system, the highest symmetry of a static

structure correlates to the most stable solid state (perfect

crystal) as a state of complete information loss and the
highest informational entropy. This statement conforms well
with the observation of Teich and MaH&and all the related
facts?*57 An example is outlined below.

Given a molecular assemblage di2molecules withD
and L as two enantiomers. Then this is a system with
molecular diversity ¥) value 2 if the chirality difference is
our sole consideratiolt. Suppose also that each molecule
occupies one cell in a solid. Then the maximum information
registered for a system & molecules is, from Shannén
expressiot?

Ima)&M'N) = |max(2'2NA)
=InMV=NInM
=2x6.022x 167%In 2

= 8.35x 10°®nats (20)

where nat, corresponding to bit in a binary syst&ris, the
natural logarithmic unit, which we prefer to use. From a
linear relation of informationlj and entropy $

| =S, — S

there will be a maximum entropy if the information is totally
lost:

(21)

Siad2,2N,) = 8.35x 10” nats (22)

An information registration and a spontaneous self-
organization to induce information loss in the one-dimen-

phases (b) and the formation of only one phase (¢ and d).

large amount of information is coded must be extremely
heterogeneous and of a highly aperiodic and asymmetrical
arrangement (Figure 5a), as there is no translational sym-
metry in the solid. If two phases are formed from this
esystem, where information is coded, one is pDreéhe other
fs pureL (Figure 5b);72then a large loss of information will
be the consequence. The apparent molecular diversity
number My) in each phase is 1, corresponding to virtually
zero information content (relative to Figure 5a) in each phase.
The entropy iSS= 2Snax (2, Na) which is virtually the same
value as given in eq 22. The resulting system of two phases
can be used to register at the most 2 bits of informatias
there are two phases, and if each phase is regarded as a unit
device?? or

I ma{2,2)= 2 In 2= 1.39 nats (23)
The remaining information is tranformed to entropy. Com-
pared to the information (8.3% 10?9 in Figure 5a, as given
in eq 20, this number (1.39 nats) is negligible. There are
two homogeneous phases. Due to the symmetry and
homogeneity in the two separate phases, the information
content registrable is the same as two of thi 2ells in the
original structure: If | have the knowledge of one cell, |
can claim that | have the full knowledge of all the otinr
— 1 cellsin aphase. Forinformation storage in a computer,
if the phase separation occurrefbr example, all “0” form
one phase and all “1” give the other phaggesumably we
lose all but 2 bits (or 1.39 nats) (Figure 4).

The formation of a homochiral phase of eith@ror L
(Figure 5 (parts ¢ and d, respectively)) is not impossible. A
very pertinent example of such a case is observed by
Kondepudi et al®/¢” where the information left is

I ma(2,1)=In 2= 0.69 nats (24)
This means that, due to the symmetry and homogeneity in
the whole phase, the information content is the same as in
only one of the R, cells: If the information of one of these
2Na cells is known, we have full knowledge of all the
remaining 2, — 1 cells. Again, comparing the information

sional case is depicted in Figure 4. The system where acontent given in eq 20, the remaining 0.69 nats is negligible.
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This could give an interpretation of why, at equilibrium, dynamic processes or static structures as shown in Figures
we observe perfect crystals as the most stable static structure4—5) and the theoretical analys&s?4653it is necessary to
such as solid phases. Clearly, nature does not tend to formreject the statement of the Gibbs paradox of entropy of
a complicated heterogeneous solid phase lacking symmetrymixing.
because such a solid of a very complicated structure might The Gibbs paradox statement says that the isobaric and
presumably be used to register a tremendous amount ofisothermal mixing of 1 mol of an ideal fluid A and 1 mol of
information and the information loss is a spontaneous processa different ideal fluid B has the entropy increment
of entropy increase.

The discussion of static structures also shows that generally (AS distinguishable= 2R In2=11.53JK? (27)

a higher symmetry can be correlated with a higher simplicity
or less complexity. whereR is the gas constant, while

4. INFORMATION THEORY OF STATIC STRUCTURE (AS)ictinauishani= O (28)
indistinguishable

As clearly pointed out by Gibbs in his statistical mechanics
text, as the subtitle of the bodkstatistical mechanics is  for mixing of indistinguishable fluid87°-72 |t is assumed
the foundation of thermodynamics. More and more people that eqs 27 and 28 are also applicable to solid mixfEs
have accepted the viewpoint that information theory is the well as gases and liquids.
foundation of statistical mechanié%.Unfortunately so far If we want to reject this statement, it is sufficient to
only thedynamicaspect of information loss and the corre- observe the fact that air bubbles in a liquid (which served
sponding entropy increase due to dynamic motion has beenas container for the air bubbles) of an identical component
introduced. For example, if a typewriter of 35 keys was will spontaneously merge to achieve a géiguid phase
used to record information, and if all the’86ombinations  separation; the fact that in a fluid system, oil droplets (same
(equivalent to 38 microstates of @ynamicsystem) appeared  fluids) originally distributed in water (which served as
with identical probability, then a maximum entropy would container for the oil droplets) wilkpontaneouslynix, and
result if all these combinations were printed out with an truly different fluids (oil and water) do natpontaneously
identical chance on an alphabetical string of lentytf?2 mix. It has been routinely observed that in a system of a
Further practical examples of a thermodynamic system saturated solution with tiny crystals, the tiny crystals will
information loss were given in section 3.1. slowly disappear to give larger crystdfs.This is a very
However, as indicated in section 3.2, because information spontaneous process of forming a larger solid phase from
must be recorded onsdaticsupporting material or as a static initial smaller solids of identical compositidA. These are
structure of molecular array, it is more important to give an simply facts of most spontaneous processes of “mixing” most
information content formula for static structures. Because similar (or identical) subsystems, whether they geses
the information loss is the entropy increase, it follows that liquids, or solids
the relative stabilities can be estimated quantitatively. The rejection is also obviously necessary based on the
Unfortunately, to the knowledge of the present author, there entropy-similarity relations, where the indistinguishability is
is no such formula which can be used here. We have noticedcorrelated to the maximum entropy. One can illustrate this
that, for an array oN differentmolecules inN positions, if easily. If the information registration is a process of putting
only N different molecules are available and are exhaustively inks of different colors on paper, then the information loss
used, then the maximum information registered is process can be envisaged as a process whereby inks of
I =InN (25) different colors return to their respective ink chambers. This
max information-loss process is just like the phase separation,
because there al! combinations. If all of these molecules where identical substances merge together to achieve infor-

are not different at all but very similar or factualiydistin- mation loss at equilibrium.

guishable the total permutation symmetry numbeiNs and The entropy term in eq 1 due to the Gibbs paradox

the supposed information registration system has a totalstatement, which cannot be included in the Nernst entropy

information loss of calculation and cannot be measured by calorimetry, can be
S =InN (26) taken as a residual entropy due to the permutation symmetry

(see eq 26¥? This can be regarded as a treatment similar
Shannon pointed out that the constant used in the to that of the residual entropy of ice.

logarithmic expression of entropy is a positive consti)i£{?
Because information can be registered by both simple (as 6. SYMMETRY AND ASYMMETRY
simple as a spin) or composite entities (as composed of
millions of molecules), whether the constdfttdefined by
Shannof might be different from or the same as the
Boltzmann constant, is a very important problem still open
in the theory of information loss and entropy increase of
static structures.

It is now clear that higher symmetry correlates with less
orderliness, more simplicity and less complexity, because
higher symmetry means less information content (eq 21).
With these correlations established, it is worthwhile com-
menting that the frequent correlation of symmetry with
beauty, and the consequent emphasis on certain aspects of
symmetry, may be inadequate, incorrect, and sometimes

5. THE REJECT'ST'\‘A(T)EMT;’\?TG'BBS PARADOX mislegding?4 Lifg is beautiful but is full pf asymmetry in
all of its hierarchical structurés? As mentioned previously,

A careful reader may have already discerned that from some coenzymes such as vitamim, Bnd Rzo are highly
both the interpretation of experimental observations (either asymmetrical moleculé8which may be more beautiful and
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